Provenance Metadata Gathering and Cataloguing of EFIT++ Code Execution
Enquiries about copyright and reproduction should in the first instance be addressed to the Culham Publications Officer, Culham Centre for Fusion Energy (CCFE), Library, Culham Science Centre, Abingdon, Oxfordshire, OX14 3DB, UK. The United Kingdom Atomic Energy Authority is the copyright holder.
Provenance Metadata Gathering and Cataloguing of EFIT++ Code Execution

I. Lupelli\textsuperscript{1}, D.G. Muir\textsuperscript{1}, L. Appel\textsuperscript{1}, R. Akers\textsuperscript{1}, M. Carr\textsuperscript{1} and P. Abreu\textsuperscript{2}

\textsuperscript{1}CCFE, Culham Science Centre, Abingdon, Oxon OX14 3DB, UK
\textsuperscript{2}Instituto de Plasmas e Fusão Nuclear, Instituto Superior Técnico, Universidade de Lisboa, 1049-001 Lisboa, Portugal

Further reproduction distribution of this paper is subject to the journal publication rules.
Provenance metadata gathering and cataloguing of EFIT++ code execution
Lupelli I, Muir D G, Appel L, Akers R, Carr M, Abreu P

NOTICE: this is the author’s version of a work that was accepted for publication in Fusion Engineering and Design. Changes resulting from the publishing process, such as peer review, editing, corrections, structural formatting, and other quality control mechanisms may not be reflected in this document. Changes may have been made to this work since it was submitted for publication.

Provenance Metadata Gathering and Cataloguing of EFIT++ Code Execution

I. Lupelli\textsuperscript{a}, D.G.Muir\textsuperscript{a}, L. Appel\textsuperscript{a}, R. Akers\textsuperscript{a}, M. Carr\textsuperscript{a}, P. Abreu\textsuperscript{b}

\textsuperscript{a}CCFE, Culham Science Centre, Abingdon, Oxon, OX14 3DB, UK
\textsuperscript{b}Instituto de Plasmas e Fusão Nuclear, Instituto Superior Técnico, Universidade de Lisboa, 1049-001 Lisboa, Portugal

Journal publications, as the final product of research activity, are the result of an extensive complex modelling and data analysis effort. It is of paramount importance, therefore, to capture the origins and derivation of the published data in order to achieve high levels of scientific reproducibility, transparency, internal and external data reuse and dissemination. The consequence of the modern research paradigm is that high performance computing and data management systems, together with metadata cataloguing, have become crucial elements within the nuclear fusion scientific data lifecycle. This paper describes an approach to the task of automatically gathering and cataloguing provenance metadata, currently under development and testing at Culham Center for Fusion Energy. The approach is being applied to a machine-agnostic code that calculates the axisymmetric equilibrium force balance in tokamaks, EFIT++, as a proof of principle test. The proposed approach avoids any code instrumentation or modification. It is based on the observation and monitoring of input preparation, workflow and code execution, system calls, log file data collection and interaction with the version control system. Pre-processing, post-processing, and data export and storage are monitored during the code runtime. Input data signals are captured using a data distribution platform called IDAM. The final objective of the catalogue is to create a complete description of the modelling activity, including user comments, and the relationship between data output, the main experimental database and the execution environment. For an intershot or post-pulse analysis (\(~1000\) time slices, 65x65 grid, mpi execution \(n=8\) cores) of a typical MAST pulse, the overhead in the code runtime caused by the Provenance Metadata Gathering System is less than \(10\%\), the metadata/data size ratio is about \(\sim20\%\), which we consider to be reasonable according to the present literature. A visualization interface based on Gephi for catalogue interrogation, will be presented.
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1) Introduction and Background

The European and UK [1] [2] policy on open access requires that all publicly funded data, particularly data used in journal publications, is made publicly available. Journal publications, as the final product of research activity, are the result of extensive data analysis and complex modelling effort. It is of paramount importance, therefore, to capture the context and provenance\textsuperscript{1} of the published data in order to achieve high levels of scientific reproducibility (both in the same lab or other institutions), transparency and internal/external data reuse. The consequence of the modern research paradigm is that High Performance Computing (HPC) and Data Management Systems (DMS), together with metadata cataloguing, have become crucial elements within the nuclear fusion scientific data lifecycle. Why is it difficult to reproduce a computational experiment exactly, especially years later or in a different lab [3]? The answer is related to the complexity of the codes, computing environments, and architectures. In addition, it is extremely difficult to capture the essential pieces of information during code execution with no human intervention and with an acceptable performance overhead, specially taking into account present day data generation rates and volumes. Scientific Workflow Management Systems, e.g. Taverna [4], Kepler [5], and VisTrails [6], have become increasingly popular as a way of specifying and executing data-intensive and computational-intensive analyses. All these systems provide automated tracking and storage of provenance information, but currently they are not widely adopted in present day nuclear fusion experiments and the provenance capture is limited to workflow level. Scientists frequently execute the workflow mainly in the form of scripts to drive the data analyses and run the scientific codes. For intershot analyses the task scheduler for the processing of diagnostic and plant data after each pulse usually calls those scripts, taking care of the code interdependencies [7]. The immediate needs of a model and an automatic tool for Provenance Gathering (PG), in particular for MAST-U and future machines like ITER, are the main motivation behind this research activity. This paper describes an approach to the task of automatically gathering and cataloguing provenance metadata during code execution, currently under development at Culham Center for Fusion Energy. The functional requirement of the Provenance Metadata Gathering System (PMGS) is the collection (with minimal human intervention and code instrumentation), cataloguing and retrieval of provenance metadata. The catalogue contains all the information needed to identify the full resources and metadata (e.g. input files, logs of experimental data access, version of the scripts and binaries, libraries, etc.) during code execution.

\textsuperscript{1} In the context of this paper, provenance is a structured metadata that provides information about resources and activities involved in producing a piece of data, which can be used to form assessments.
environmental variables and modules, users comments, annotations, tags, command line options, context of the simulation, etc.), enabling the reproduction of code execution, from data preparation to data exporting and publication. The content of the catalogue, based on the W7 [8][9] model of provenance, corresponds to answers to the questions “Who, What, When, How and Why” about resources and activities involved in producing the final outputs of the code execution. Provenance Metadata Gathering System can be thought of as the back-end of an electronic notebook for modeling and data analysis. The captured information is stored post hoc in a database and represented as a provenance graph (i.e. linked resources and activities). This approach is being applied to an axisymmetric equilibrium force balance code called EFIT++ [10][11] as a proof of principle test, but the ultimate goal is to keep the conceptual schema and provenance model as flexible as possible in order to follow the continuous evolution of codes and computational environments.

2) Approach

The strategy for the Provenance Metadata Gathering System is based on a combination of techniques for the collection of provenance metadata at different levels of granularity: 1) Wrapping (W): the code is wrapped in order to capture provenance information, thus avoiding code instrumentation. 2) Passive Monitoring (PM): the interaction between the code and its execution environment is traced, capturing the I/O patterns (read/write operations, network access, etc.). This approach involves no modification or instrumentation to either the code or its execution environment. When possible, each code resource is assigned a unique identifier (for example the SHA-1 checksum for each file present in the filesystem and used by the code). 3) Use of Provenance Aware Libraries For Data Access and Management (PAL): libraries or tools that explicitly capture provenance information at the execution level are included in the code execution environment. As in Passive Monitoring, no modification of the code itself is required. The IDAM [12] server’s provenance plugin is used for this specific purpose. A set of specific environmental variables is set and distributed across the execution environment in order to track all the data access related to the code workflow execution and its forked sub-processes. The IDAM server intercepts and logs all imported experimental data and provides the experimental data list used during the simulation and the attached provenance metadata.

The Provenance Metadata Gathering System utilizes all of these strategies, individually or in combination, depending on the specific task of the workflow.

3) Architecture

All of the software and libraries used to develop the system are entirely open source. Starting from the existing control scripts [7], the system is written in a combination of high-level dynamic programming and scripting languages (Perl and Python and Bash Unix Shell for the front-end, and PostgreSQL at the backend. IDAM is used for data access and management. An overview of the architecture is shown in Figure 1. The code is initially wrapped with the Provenance Gathering Script and the scientist specifies the workflow (e.g. the sequence of preprocess functions and auxiliary codes, code input parameters, serial or parallel execution, post-processing functions). At the beginning of the simulation a Universal Unique Identifier (UUID) of the specific run (RUN_UUID) is requested and sent back to the Provenance Metadata Gathering System by the IDAM server. In order to generate the UUID of the simulation and record the provenance of data access requests, the IDAM database cluster was extended with an IDAM server plugin. The IDAM plugin is called from the client application through the IDAM API and exposes the following new functional methods:

- <GET::UUID>: this method releases a new UUID for a specific simulation and owner. Example: idamGetAPI("provenance::get(owner=owner,class=class,title=title,description=description)\"\"MAST:\"\")

- <PUT::UUID>: this method records the provenance of a data access request for a specified UUID. The provenance has the following components: Requested data objects, Requested data source, True data object, True data source, Data source UUID, IDAM Server log record string.

A group of environmental variables is set for each provenance step of the workflow in order to enable passive monitoring. The workflow is then executed within the Provenance Gathering Script that captures provenance information implicitly in a set of temporary log files (formatted as CSV, Comma Separated Values). Data provenance is captured as a set of dependency edges between resources that are represented as nodes. The provenance metadata created during interactive activities are injected into the backend database comprising 25 tables and available to search and view at a later date by the user. The UUID of each code execution represents the primary key for all the provenance queries. For example, the “rundetails” table stores information about the code execution and the relationship with the main research objective, the experimental campaign or the name of the particular integrated modeling task. There are other
In order to maintain the consistency of the experimental database (when a code needs to be modified or there is a calibration update) the scheduler may have to be rerun frequently, in post-pulse reprocessing mode. For codes strongly linked with the experimental database, it is particularly important to have a system that understands the interdependencies and provides information about the code-to-environment (in case of upgrading a library by the system administrator), code-to-code and code-to-experiments relationships. The scaling of the Provenance Metadata Gathering System overhead for the MPI execution is shown in Figure 2. For a simple intershot or post-pulse analysis (~1000 time slices, 65x65 grid, n=8 cores) of a typical MAST pulse, the overhead is less than 10% (~10s). This is acceptable and aligned with the results of other similar systems [17]. When we increase the node number, the I/O pattern and the network performance became important, and the overhead reaches 30%. This needs to be optimized, in particular for the massive parallel applications and next generation applications for ITER. The relevant provenance of the code results has been captured comprehensively. The metadata/data size ratio for a typical run is about ~20%, which we consider to be reasonable. Note that for a typical EFIT++ single shot scheduler/chain-1 run, the archive storage space needed is ~400 MB; advanced equilibrium reconstructions with the full set of internal constraints, or high time resolution reconstructions can generate much larger output files of ~1.5GB per shot.

5) Visualization

The provenance data is annotated in the catalogue as a directed acyclic graph. Nodes represent a resource in a particular state. Edges represent the dependency relationships between the nodes. Many provenance visualization tools are based on the graph description language DOT, like GraphViz, to draw node-link diagram layouts. However GraphViz has poor support for clustering or high-level grouping and generates static graphs. The only way to manipulate an updated arrangement of the data is to regenerate a new image. In order to query the database and to easily visualize, explore and process the amount of nodes in a typical provenance metadata collection (~200 nodes and ~500 edges for a basic EFIT++ run) the interactive visualization and exploration platform, Gephi [14] has been used. Gephi is an efficient large-scale node-link graph layout tool. It offers a variety of improved design algorithms of reasonable algorithmic complexity, sufficient clustering and grouping functionality. The user can view and explore the summary of all available system data, filter subsections, see quantitative or qualitative values of attributes, and make statistics. An example of the visualization of the provenance metadata for two different EFIT++ runs (for a MAST and an ITER shots) executed on the same cluster is shown in Figure 3.

4) Overhead evaluation for the EFIT++ plasma axisymmetric equilibrium code

A key issue in evaluating the feasibility of the Provenance Metadata Gathering System is its performance overhead (ie. the impact on code run time when the Provenance Metadata Gathering System is enabled). This is especially relevant for parallel execution, since the I/O patterns or the number of system calls per second can drastically reduce the performance of the code. The main concerns are the consumption of computational resources required to collect provenance (gathering) and the overhead for storing provenance (metadata injection time and database size). During the run the Provenance Metadata Gathering Script writes provenance metadata additional logs in human readable format (CSV); the interactions to the backend database and the metadata injection are performed at the end of the simulation with no practical impact on the performance of system.

In order to evaluate the impact of Provenance Metadata Gathering System on the performance of code execution, we ran a set of EFIT++ shots on the Fusion Unix Cluster at Culham Science Center. EFIT++ is a machine-agnostic code that calculates the axisymmetric equilibrium force balance in tokamaks consistent with the experimental data. The standard set of static, self-described and hierarchically organized input files, for machine description and references to the input signals, are stored in the internal Input File and Configuration Database included in the VC repository (see Figure 1).

A set of auxiliary codes and preprocess functions (mainly for the calculation of induced current in passive structures and for the generation of the machine-dependent input files) are executed during the workflow. The code execution is typically strongly-pulse dependent, especially for advanced post-pulse analyses with internal constraints (kinetic profiles, polarimetry, MSE), in which the quality of the reconstruction is directly related to the quality of the input data. In this case, the user needs to frequently modify the code parameters (basis functions, weights, numerical controls of the solver) in order to get good results. Furthermore, the code uses a considerable set of input signals (~220 for a standard magnetic-only run).
6) Conclusions and Future Work

An approach to the task of automatically gathering and cataloguing provenance metadata, currently under development and testing at Culham Center for Fusion Energy, has been described. The approach is being applied to a machine-agnostic code that calculates the axisymmetric equilibrium force balance in tokamaks, EFIT++, as a proof of principle test. The full provenance of the code results has been captured comprehensively. From this test we conclude that the overhead of enabling the Provenance Metadata Gathering System is acceptable for a small number of nodes. The provenance metadata recorded in the relational database can be easily visualized and used to locate data, to enable data reproducibility, and to support compliance with the Open Data access policy.

Further developments are planned: to extend the schema (including the link with CCFE's publication database), reduce the overhead, and apply this approach to different codes (e.g. Locust GPU). Furthermore, the visualization of the provenance metadata will be enabled in a web interface, together with the next generation of experimental session leading/logging tools, currently under development at CCFE, based on Drupal technology.

Acknowledgments

This work was part-funded by the RCUK Energy Programme and by the European Union's Horizon 2020 research and innovation programme.

References


Provenance Metadata Gathering System (PMGS): Overview

Figure 1: Overview of the Provenance Metadata Gathering System (PMGS) prototype introduced in Section 2

Provenance Gathering Runtime Overhead

Figure 2: Provenance Gathering runtime overhead for EFIT++ MPI execution for a typical inteshot discharge (Magnetic Only ~1000 timeslices, grid 65x65): Normal code runtime (red), code runtime with Provenance Metadata Gathering System enable (blue) and overhead (green)
Figure 3: Example of the provenance metadata visualization for two different EFIT++ runs for MAST (big red circle) and ITER (big blue circle) executed in the same cluster: The essential components of the simulation, input (small green circles for MAST and small light blue circles for ITER represent the set of configuration xml files and/or different data object enclosed in netCDF4 files), outputs (netCDF/HDF5, small red circles for MAST and small blue circles for ITER) and execution environment (yellow circles represent the shared elements of the execution environment, like libraries, linux environmental modules) are shown. The user can interact with nodes and edges, make selections and explore their properties and metadata.
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