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A non-perturbative magnetohydrodynamic-kinetic hybrid formulation is developed and implemented into the MARS-K code [Liu et al., Phys. Plasmas 15, 112503 (2008)] that takes into account the anisotropy and asymmetry [Graves et al., Nature Commun. 3, 624 (2012)] of the equilibrium distribution of energetic particles (EPs) in particle pitch angle space, as well as first order finite orbit width (FOW) corrections for both passing and trapped EPs. Anisotropic models, which affect both the adiabatic and non-adiabatic drift kinetic energy contributions, are implemented for both neutral beam injection and ion cyclotron resonant heating induced EPs. The first order FOW correction does not contribute to the precessional drift resonance of trapped particles, but generally remains finite for the bounce and transit resonance contributions, as well as for the adiabatic contributions from asymmetrically distributed passing particles. Numerical results for a 9MA steady state ITER plasma suggest that (i) both the anisotropy and FOW effects can be important for the resistive wall mode stability in ITER plasmas; and (ii) the non-perturbative approach predicts less kinetic stabilization of the mode, than the perturbative approach, in the presence of anisotropy and FOW effects for the EPs. The latter may partially be related to the modification of the eigenfunction of the mode by the drift kinetic effects. [http://dx.doi.org/10.1063/1.4872307]

I. INTRODUCTION

Advanced tokamak operation, such as that foreseen for the ITER 9MA scenario,1 aims at high beta plasma regimes beyond the no-wall Troyon limit2 for the ideal kink instability. The high beta plasma is, on one hand, desirable for more economic fusion power production (the fusion power production is proportional to the square of beta) and steady state operation (by increasing the fraction of plasma self-sustained bootstrap current), but on the other hand, more difficult to achieve. The most prominent obstacle is probably due to the onset of the resistive wall mode (RWM).3 This macroscopic instability, of the magnetohydrodynamic (MHD) origin, causes a global distortion of the plasma that often results in a major disruption. Understanding the damping physics of the RWM is the key for reliable prediction of the mode stability in ITER, and possibly in the future high beta DEMO designs as well.

Because the RWM originates from the ideal kink instability, it is conventionally studied within the framework of the ideal MHD theory. However, despite the fact that the mode’s structure (especially the radial displacement) still resembles that of an ideal kink, the growth rate of the RWM is greatly reduced by the presence of a resistive wall located sufficiently close to the plasma surface—in fact, the mode’s growth time becomes the same order as the typical wall eddy current decay time in nominal situations. The wall time is normally several milliseconds in present day tokamaks, and reaches a fraction of second in ITER. Therefore, the RWM time scale is much longer than that of the ideal kink instability, which typically grows in microsecond time scale.

This orders of magnitude slower growth time makes the RWM different from the ideal kink mode in many aspects. For instance, it is much more practical to design a feedback scheme to actively control the RWM instability, than directly control the ideal kink instability. A more profound consequence, in terms of the mode damping physics, is the accessibility of the RWM to the kinetic resonant damping regimes at various particle drift frequencies. In these regimes, the RWM can no longer be treated as a sole ideal MHD mode—a drift kinetic description of the mode is needed,4 in addition to certain continuum resonances induced damping described by the fluid theory.5,6

We emphasize that, unlike other MHD modes, the RWM basically does not rotate together with the plasma—the (complex) frequency of the mode stays in the same order as the inverse wall time in the laboratory frame. As a consequence, the resonant condition holds predominantly between the plasma toroidal rotation frequency (the Doppler-shifted mode frequency) and the drift frequencies of plasma...
particles. This is true of course only when the plasma rotation frequency is larger than the mode frequency. In the opposite case, both plasma rotation frequency and the mode frequency (as measured in the laboratory frame) are important for the drift kinetic resonances.

The kinetic theory for the RWM has recently been extensively developed, including both analytic study\(^4\) and numerical simulations in full toroidal geometry.\(^1\) A MHD-kinetic hybrid formulation is normally adopted in these studies. Two approaches are envisaged within this hybrid formulation. In the so called perturbative approach, the eigenfunction of the fluid RWM (or sometimes the ideal kink mode) is loaded into a kinetic code, in order to evaluate the perturbed drift kinetic potential energy \(\delta W_{\phi}\). The latter is then inserted into a RWM dispersion relation\(^6\) based on the extended energy principle, yielding a prediction for the RWM stability in the presence of the kinetic effects. This approach has been adopted in several of the major kinetic RWM codes, such as MISK,\(^1\) MISHKA,\(^1\) and MARS-K.\(^10\) In addition, MARS-K also adopts a non-perturbative approach, in which the drift kinetic equation is solved together with the MHD equations (see Sec. II), thus allowing correction to the RWM eigenfunction across the whole plasma by the kinetic effects. The AEGIS-K\(^17\) code is a full kinetic code that has been used for studying the kinetic effects on the RWM.\(^18\) Since this code is based on a gyrokinetic formulation\(^19\) that correctly recovers the ideal MHD limit, AEGIS-K is hybrid in appearance but kinetic in essence. The key element in the gyrokinetic formulation\(^19\) is to solve both the equilibrium and perturbed Vlasov equations to sufficient orders (as well as retaining certain gyrophase-dependent part of the perturbed distribution function), such that essentially both the equilibrium and the perturbed Pfirsch-Schlüter currents are correctly recovered.

Unlike many other MHD modes (e.g., the internal kink instability, or the toroidal Alfvén eigenmode) that often interact with energetic particles (EPs), the RWM can be subject to essential kinetic effects from both thermal and energetic particles, mainly due to the rather low frequency of the mode in the laboratory frame. This opens various possible resonance regimes between the mode and particles, depending on the toroidal plasma flow speed. The kinetic effects of thermal particles (both ions and electrons) are relatively easy to be studied, thanks to the fact that (i) the equilibrium distribution of thermal particles is usually well described by a Maxwellian, and hence is isotropic in the particle pitch angle space; (ii) the finite orbit effects (e.g., the finite banana width of trapped thermal ions) are normally negligible partially thanks to the global mode structure (in terms of the plasma displacement) of the RWM.\(^10\)

The kinetic effects from EPs, on the other hand, require a deeper investigation, due to possible anisotropy and asymmetry\(^20\) in the (equilibrium) distribution of particles, and potentially the finite orbit width (FOW) corrections due to the magnetic drift.\(^20\) The latter issue is probably less severe for a global mode such as the RWM, compared to MHD modes whose eigenfunctions (displacement) experience more sharp radial variations (e.g., the internal kink mode\(^21\)). Yet still, for realistic toroidal modelling, it is important to consider the FOW corrections of EPs in the RWM study. For this purpose, the MARS-K code has recently been updated to include the capability of modelling both the anisotropy and FOW effects of EPs for the RWM study. Moreover, these effects are cast in a non-perturbed hybrid formulation, as reported in this work. We mention that anisotropy of energetic particles has been previously considered in MISK code calculations for NSTX\(^13\) and that the anisotropy and FOW effects are (naturally) incorporated into particle guiding centre following codes such as HAGIS, and perturbative toroidal simulations of the RWM stability including these effects have recently been performed using MISHKA + HAGIS, in particular, for ITER plasma.\(^15\) In the context of the RWM modelling, the major difference between the MISHKA or MISHKA + HAGIS and the MARS-K formulations is that the latter allows the non-perturbative approach.

Section II describes the non-perturbative MHD-kinetic hybrid formulation in full toroidal geometry, with both anisotropy and FOW effects of EPs included. Certain interesting physics aspects associated with this formulation are also discussed. Section III reports numerical benchmarking between MARS-K and MISHKA + HAGIS. As a numerical example, we apply the new MARS-K code to an ITER 9MA steady state plasma, with results reported in Sec. IV. Section V draws conclusion and discussion.

\section{II. FORMULATION}
\subsection{A. MHD-kinetic hybrid formulation}

The MARS-K formulation, introduced in Ref. 10, couples the linearised MHD equations for the plasma momentum balance and the single fluid Ohm’s law to the perturbed pressure tensor, which is evaluated by solving the drift kinetic equation for the perturbed distribution functions for various particle species. A generic subsonic toroidal flow is also included into the formulation. The toroidal flow (for thermal ions in the single fluid description) includes an equilibrium \(E \times B\) flow and the ion diamagnetic flow, where \(E\) and \(B\) are the equilibrium electrostatic and magnetic fields, respectively. The subsonic \(E \times B\) flow also enters into the perturbed distribution functions as solutions of the drift kinetic equation. The hybrid formulation, in the full toroidal geometry, is described by the following set of equations in the Eulerian frame:

\begin{equation}
(\gamma + i\Omega)\xi = v + (\xi \cdot \nabla \Omega) R^2 \nabla \phi,
\end{equation}

\begin{equation}
\rho(\gamma + i\Omega)v = -\nabla \cdot p + \nabla \times Q \times B + \nabla \times B \times Q - \rho \left[2\Omega \nabla Z + (v \cdot \nabla \Omega) R^2 \nabla \phi \right] - \nabla \cdot (p \xi \cdot \nabla \Omega) R^2 \nabla Z \nabla \phi,
\end{equation}

\begin{equation}
(\gamma + i\Omega)Q = \nabla \times (v \times B) + (Q \cdot \nabla \Omega) R^2 \nabla \phi,
\end{equation}

\begin{equation}
\Psi = \int \rho \left[ \int M_{\rho} n_{\rho} f_{\rho}^0 d\Gamma \right], \quad p_{\perp} = \int \left[ \frac{1}{2} M_{\rho}^2 \gamma_2 f_{\rho}^0 \right] d\Gamma,
\end{equation}

where the fluid quantities \(\xi, v, Q\) represent the plasma displacement, perturbed velocity, and perturbed magnetic field,
respectively, \( \rho \) is the unperturbed plasma density, \( \Omega \) is the angular frequency of the equilibrium flow of the plasma along the toroidal angle \( \phi \). The linear problem is formulated as an eigenvalue problem, with \( \gamma \) being the eigenvalue. \( n \) is the toroidal mode number of the perturbation with respect to an axi-symmetric toroidal equilibrium. \( (R, \phi, Z) \) represents the cylindrical coordinate system for the torus. A conventional unit system is assumed with the vacuum permeability \( \mu_0 = 1 \). The Eulerian formulation is useful when the resistive plasma model is considered, which is the case in the generic MARS-K formulation. But for the RWM study, we normally neglect the plasma resistivity.

We point out that, since our hybrid formulation is partly based on the standard single fluid description of the plasma, the toroidal rotation \( \Omega \) represents the bulk ion rotation, which is the sum of the \( E \times B \) flow and the bulk ion diamagnetic flow. These two flows are not separable in the single fluid description. On the other hand, in the Braginskii two-fluid formulation, or in certain extended MHD formulations that keep the separation between the \( E \times B \) flow and the diamagnetic flow, the so-called gyroviscous cancellation results in a diamagnetic correction to the inertia term in the fluid equations, representing a finite Larmor radius (FLR) effect. This FLR correction to the plasma inertia is also recovered in the gyrokinetic formulation from Ref. 19, together with other FLR correction terms of the same order.

Note that even though the diamagnetic correction is neglected in the plasma inertia, the \( \omega_s \) terms are fully retained in the drift kinetic resonance operators. Neglect of \( \omega_s \) correction for the plasma inertia is probably reasonable for the RWM, for which the inertia plays a minor role (up to certain limits) in the mode’s stability. In fact, most of the perturbative analysis (e.g., Ref. 4) drops the plasma inertia term in the RWM dispersion relation. For other MHD modes where the plasma inertia is essential (e.g., the internal kink mode\(^{24} \)), it is critical to keep the diamagnetic correction mentioned above, probably together with other FLR terms as derived in Refs. 19 and 24 as well, although it has also been argued that the (stabilizing) role of the FLR correction to the plasma inertia can be defeated by the collisionless dissipation due to drift resonances of particles\(^{25} \).

One may argue that the diamagnetic correction from energetic ions may be more important than bulk ions for the plasma inertia. However, if we assume that the equilibrium pressure contributed by EPs is smaller than that by the bulk ions, we have \( \nu_{EP}\omega_{EP} \sim P_{EP} < n_i \omega_i \sim \rho \). Therefore, we can still neglect EP’s FLR correction to the plasma inertia if we make a similar approximation for bulk ions.

The perturbed kinetic pressure tensor \( \mathbf{p} \) includes both parallel (to the equilibrium magnetic field), \( p_{||} \), and perpendicular, \( p_{\perp} \), components. Here, \( \mathbf{I} \) is the unit tensor, and \( \mathbf{b} \equiv B/B, B \equiv |B| \). \( \Gamma \) denotes the velocity space of particles, and \( j \) denotes the particle species including thermal ions and electrons as well as energetic ions. We assume that the thermal particles are distributed in equilibrium by a Maxwellian distribution, and the energetic particles can have various equilibrium distributions to be specified in Sec. II B. The perturbed distribution function for each particle species, \( f^j \), is the solution of the perturbed drift kinetic equation, which we solve together with the fluid equations. The solution procedure for the drift kinetic equation, with the inclusion of the first order FOW correction, will be described in Sec. II C. We emphasize here that the unknown eigenvalue \( \gamma \) of the above linear problem also enters into the drift kinetic solution \( f^j \) via various types of kinetic resonances. Furthermore, the eigenfunction of the system, in terms of the perturbations \( \xi_j, \mathbf{Q} \), also enters into the drift kinetic equations as unknown quantities. The perturbed pressure tensor \( \mathbf{p} \) couples back to the momentum equation (2). We refer to this self-consistently coupled system of equations as a non-perturbative hybrid formulation. The other way of viewing this non-perturbative approach is that it provides a drift kinetic closure to the single fluid MHD equations.

On the other hand, MARS-K can also solve the hybrid system in a perturbative way as the other kinetic RWM codes.\(^{11,13} \) In the perturbative formulation, the code first solves the fluid equations as an eigenvalue problem, with the drift kinetic equation for the pressure tensor replaced by the state equation of an ideal gas, for the perturbed scalar pressure. The eigenfunction, as well as the eigenvalue, of the fluid equation is then inserted into the drift kinetic equation for \( f^j \), in order to further evaluate the perturbed pressure tensor and the perturbed drift kinetic energy. The latter is eventually used to assess the kinetic effects on the RWM stability in the perturbative approach by using an analytic dispersion relation.

Before proceeding further to describe the drift kinetic solution, we make three important remarks on the validity conditions of this hybrid formulation.

First, the formulation is only valid at subsonic plasma flows due to two reasons: (i) MARS-K only couples to a static equilibrium solver even in the presence of the equilibrium flow. Usually, a subsonic flow introduces minor modifications to the corresponding static equilibrium, since the correction terms are proportional to the square of the sound Mach number; (ii) our drift kinetic formulation is valid only at subsonic flows. Note that in the complete absence of the equilibrium flow, the hybrid formulation fully decouples from the perturbed parallel velocity (and parallel displacement as well), as opposed to the standard single fluid MHD formulation, where the parallel motion always couples in via the compressibility term in the equation of state for the perturbed scalar pressure. The decoupling of the hybrid formulation from the parallel momentum equation occurs, because the parallel motion of particles is now fully described by the drift kinetic equation. However, a finite flow introduces inertial terms that again couple back to the parallel displacement in the fluid equations, despite certain partial cancellations.\(^{26} \) This results in two potential problems with our hybrid formulation. One is the legality of introducing the parallel fluid velocity in a formulation where the parallel motion of the particles is now fully described by the drift kinetic equation as mentioned above. The other, more fundamental, problem is associated with the parallel sound wave resonance, which is described by the projection of Eq. (2) along the equilibrium magnetic field line. It is known that this fluid description of the sound wave resonance, in the presence of near-sonic plasma flow, is unphysical\(^{27} \) and should be
replaced by the kinetic treatment such as the guiding center plasma model. In the MARS-K implementation, we consider two possible ways to resolve the aforementioned inconsistency. One is to introduce a key in the code to turn off the centrifugal and coriolis terms in the momentum equation (2), thus avoiding coupling to \( v_\parallel \) even in the presence of equilibrium flow. This is similar to the treatment adopted in Ref. 18. The other way is to add a parallel viscous term.

\[
\text{with the hybrid formulation, we also numerically tested the effect of coupling to the parallel fluid velocity by keeping the full centrifugal and coriolis terms, and neglecting the parallel viscous term. As long as the equilibrium flow is strongly subsonic, the effects due to this coupling are normally small.}
\]

Second, our formulation so far neglects the connection to electrostatic modes and, in particular, it is assumed that \( \delta B_\parallel = 0 \). To include this effect, an equation associated with the neutrality condition needs to be added to the hybrid system, if we were to include the perturbed electrostatic potential.

Third, while the anisotropy of the EP equilibrium distribution is correctly taken into account in solving the perturbed distribution function (and hence in calculating the perturbed anisotropic pressure), our equilibrium solution still assumes an isotropic equilibrium pressure. The anisotropy of equilibrium pressure may introduce new types of instabilities, which are beyond the scope of the present work. Without a rigorous consideration of the anisotropy in the equilibrium solution, the present formulation is approximately valid when the anisotropic EP’s pressure fraction is relatively small, or the anisotropy is relatively weak.

**B. Anisotropy of EP distribution**

In the perturbative drift kinetic analysis, known equilibrium distribution functions are prescribed for particle species. In the previous version of the MARS-K implementation, we assume a Maxwellian equilibrium distribution for thermal ions as well as electrons. For EPs, we assume a slowing down distribution which is isotropic in particle pitch angle. This EPs model is probably reasonable for representing the fusion born alphas, but far too crude for describing beam or rf wave induced EPs distribution.

In this work, we consider equilibrium distribution models that are anisotropic in the particle pitch angle. These models are primarily designed for EPs, but can also be used for thermal particles in the new MARS-K implementation. For reasons of numerical efficiency, these models are all based on parametrized analytic expressions, as functions of the radial equilibrium flux label \( \psi \), the particle energy \( \varepsilon \), and the particle pitch angle \( \Lambda \equiv v^2 B_0 / (v^2 B) \), where \( B_0 \) is the amplitude of the equilibrium field strength, \( B \), evaluated at the magnetic axis, \( v_\perp \) and \( v \) are the perpendicular and full velocities, respectively, of the particle.

One such model is similar to that proposed in Ref. 33, which has been used to describe EPs distribution from negative neutral beam injection (NBI) in one of the latest ITER designs. This model has an overall slowing down distribution in the particle energy space, combined with the Gaussian models for the particle pitch angle distribution

\[
f_0^\varepsilon(\psi, \varepsilon, \zeta) = \frac{C(\psi)}{\varepsilon^{3/2} + \varepsilon_0^{3/2} / \varepsilon^{3/2}} \frac{1}{2\pi \delta^2} \sum C \exp \left[ \frac{-(\zeta - \zeta_0)^2}{\delta^2} \right],
\]

where \( \zeta = \psi / \psi_0 \) and \( \varepsilon_0 \) corresponds to the crossover velocity of the EP. The Gaussian width weakly depends on the particle energy

\[
\delta^2 = \delta^2_0 - 1 \ln \left[ \frac{\varepsilon^{3/2} (1 + \varepsilon_0^{3/2} / \varepsilon^{3/2})}{\varepsilon^{3/2}} \right],
\]

where \( \varepsilon_0(\psi) \) is the EP’s birth energy, which we assume to be finite. The constant \( \delta^2_0 \) is a tunable parameter of the model. With \( \delta^2_0 \to \infty \), we recover the isotropic distribution model as that used in Ref. 49.

The other sets of parameters \( (\zeta_0, \zeta) \) can be used to specify various types of distribution functions. For instance, a co-tangential injection model for ITER is obtained by setting \( \zeta_0 = 0 = \zeta \), and the corresponding \( \gamma = (0, 2 - \zeta_0, 2 + \zeta_0 - 2 + \zeta_0) \), for co-passing particles; \( (\zeta_0 = 2 - \zeta_0, 2 + \zeta_0 - 2 + \zeta_0) \) for counter-passing particles; \( (\zeta_0 = 2 - \zeta_0, 2 + \zeta_0 - 2 + \zeta_0) \) for trapped particles. Here, \( \zeta_0 \) denotes the boundary between trapped and co-(counter-)passing particles in the pitch angle space, and \( \zeta_0 \) is yet another tunable parameter of the model. For the ITER NBI induced EPs, it was found that a choice of \( \zeta_0 = 0.8 \), \( \delta^2_0 = 0.015 \) reasonably well reproduces the TRANSP simulated particle distribution in ITER. These are also the values that we use for the co-tangential NBI model for our ITER simulations, to be reported in Sec. IV. Other combinations of \( (\zeta_0, \zeta) \) are also envisaged in MARS-K, in order to describe normal NBI or even counter-NBI induced EPs.

Figure 1 shows the particle distribution along the pitch angle \( \zeta \), for an ITER 9MA steady state plasma to be studied in this paper, with the same choice of parameters \( \zeta_0 = 0.8 \), \( \delta^2_0 = 0.015 \), for particles located at the minor radius of \( \zeta = \psi / \psi_0 = 0.8 \) (\( \psi_0 \) is the normalized equilibrium poloidal flux), with the particle energy level of \( \varepsilon / \varepsilon_0 = 0.5 \). Note that the co-passing particles (with positive \( \zeta \)) dominate in this distribution. There is an asymmetry in the distribution between co- and counter-passing particles. The trapped particles always have a symmetric distribution with respect to \( \zeta = 0 \) according to this model.

In MARS-K, we generally assume that the flux surface averaged radial density and pressure profiles for each species of EPs are known and enter into the code as the input. We then solve an inverse problem to find the two free functions \( \{C(\psi), \varepsilon_0(\psi)\} \) in the above model, giving the analytic expressions (6) and (7) of the distribution function.

We shall further refer to the above EPs equilibrium distribution model simply as the (anisotropic) NBI model, to
distinguish it from the next, what we call the ICRH (ion cyclotron resonant heating) model that has also been implemented into the MARS-K code. This ICRH model, proposed in Ref. 34, is based on a Bi-Maxwellian distribution, and is reasonably well suited for describing the ICRH driven EPs

\[ f^0(\psi, v, \Lambda) = C(\psi)[1 + \sigma S(\psi, \Lambda)]^{1/2}(\psi) \times \exp \left[ -\frac{v}{T_\perp} \left( \frac{\Lambda}{h_c} + \nu_T(\psi) \frac{1 - \Lambda}{h_c} \right) \right], \quad (8) \]

where \( \nu_T(\psi) = T_\perp(\psi)/T_\parallel(\psi) \) is the ratio of the perpendicular, \( T_\perp \), to the parallel (with respect to equilibrium magnetic field lines), \( T_\parallel \), to the poloidal \( T_\perp \), equilibrium temperatures for the EP, and \( \sigma = \text{sign}(v_i) \). The asymmetry factor \( S \) generally depends on both particle pitch angle and the minor radius. One example is \( S(\psi, \Lambda) = S_0(\psi) \left( 1 - \Lambda^2/h_{\text{min}}^2 \right)^9 \), where \( S_0(\psi) \), as well as the temperature anisotropy factor \( \nu_T(\psi) \), is numerically specified as the input of the model. The \( S \)-factor is valid only for \( 0 \leq \Lambda \leq h_{\text{min}} \), i.e., for passing particles. Here, \( h_{\text{min}}(\psi) \) is the minimal value of \( h \equiv B_0/B \) along the poloidal angle at a given flux surface. We assume that \( S = 0 \) for trapped particles. This specification of \( S \) ensures a smooth transition from an asymmetric pitch angle distribution for passing particles, to a symmetric distribution for trapped particles.

The exponential factor in expression (8) defines the anisotropy of the particle distribution along the pitch angle \( \Lambda \). The parameter \( h_c \) (a constant) specifies the radial location of the ICRH wave resonance inside the plasma. In the limit of \( \nu_T(\psi) = 1, S_0(\psi) = 0 \), and a sufficiently large value of \( h_c \) (so that the ICRH wave resonance moves outside the plasma), this model recovers the standard isotropic Maxwellian distribution.

Similar to the NBI model, we generally compute the two unknown coefficients \( \{C(\psi), T_\perp(\psi)\} \) by solving an inverse problem, with the surface averaged particle density and pressure profiles specified as the input. Of course for cases where these two coefficients can be directly specified, this inverse solution procedure is not necessary.

The above anisotropic (and asymmetric) distribution models allow more realistic modeling of the kinetic effects of EPs on the RWM in present day and future fusion devices. Given these equilibrium distributions, the next step is to compute the perturbed distribution function by solving the perturbed drift kinetic equation (in full toroidal geometry). The solution of the perturbed distribution function is conventionally represented as sum of an adiabatic part and a non-adiabatic part. It is important to note that for a generic anisotropic equilibrium distribution, the adiabatic part of the perturbed pressure should also be “kinetically” evaluated, and be used to replace the fluid convection term.

In the following, we derive both adiabatic and non-adiabatic kinetic solutions that are convenient, more importantly efficient, for being included into a non-perturbative MHD-kinetic hybrid formulation with FOW corrections. We assume a generic anisotropic, asymmetric equilibrium distribution, and start with the non-adiabatic part.

### C. FOW correction to non-adiabatic kinetic solution

The derivation of the drift kinetic formulation for MARS-K, with the inclusion of the FOW effects, closely follows that by Graves.\textsuperscript{35} We have carried out the derivations separately for passing and trapped particles. But shall only show the derivations for passing particles below, followed by comments highlighting certain subtle elements when applying the similar approach for trapped particles.

Similar to Ref. 10, we start with the perturbed drift kinetic equation for the non-adiabatic solution \( f_{\alpha}^1 \), as derived by Porcelli\textsuperscript{36}

\[ \frac{df_{\alpha}^1}{dt} = \frac{\partial f_{\alpha}^0}{\partial \epsilon} \frac{\partial H_{\alpha}}{\partial \epsilon} - \frac{\partial f_{\alpha}^0}{\partial P_\phi} \frac{\partial P_\phi}{\partial \epsilon} + \mu \left( \frac{\partial f_{\alpha}^0}{\partial v_i} \right) \frac{\partial v_i}{\partial \epsilon}, \quad (9) \]

where we have explicitly assigned \( \sigma \equiv \text{sign}(v_i) \) to both to the equilibrium distribution \( f_0 \) and the perturbed function \( f_1^0 \). The first order approximation of the perturbed field amplitude is \( |Q| \approx |Q|_0 \equiv Q \cdot \hat{b} \). The above equation needs to be solved for each particle species separately. But we suppress the additional subscript “\( \alpha \)” denoting the particle species, wherever no confusion is caused.

Equation (9) was derived from the Vlasov equation utilizing Littlejohn’s Lagrangian.\textsuperscript{37} It is reasonable to treat energetic ions as collisionless species. The equilibrium distribution function \( f_{\alpha}^0 \) is defined as a function of constants of the particle motion: the poloidal canonical angular momentum \( P_\phi = -Ze\psi + MR^2\phi \), the particle energy \( v \), and the particle pitch angle \( \Lambda \). In Ref. 36, a solution of Eq. (9) was derived retaining full FOW effects. But unfortunately that solution requires full drift orbit tracing for each particle, and
hence would result in prohibitively demanding computations when inserted into the MHD-kinetic hybrid formulation.

In this work, we seek a solution that takes into account the lowest order FOW correction. By doing so, we arrive at an equation for the perturbed drift kinetic pressure, that has the same order of complexity in terms of numerical implementations, as well as require the same order of computational efforts, compared to our previous formulation without the FOW effect.\(^\text{15}\) In order to further simplify the derivations, without losing significant physics effects, we only keep the orbit width corrections in quantities with strong radial variations, i.e., the perturbed fluid quantities \(\xi_\perp, Q_i\), etc., and the equilibrium distribution function \(f^0\) itself. The FOW corrections due to radial variation of other equilibrium quantities (e.g., the field strength \(B\) and the equilibrium metrics tensors associated with the flux based curvilinear coordinate system) are neglected. We mention that a perturbative formulation, with the first order FOW correction, has been implemented in the NOVA-K code.\(^\text{39}\)

Before proceeding to the solution of Eq. (9), we note a subtle issue in prescribing the particle equilibrium distribution function \(f^0\) as the constant of motion \(P_\phi\), or equivalently, the quantity \(\dot{\psi} \equiv -P_\phi/Ze\). It is clear that one can add a constant \(\psi_0(\psi,\varepsilon,\Lambda)\) to \(\psi\), resulting in another constant of motion \(\dot{\psi} = \psi_0\). Whilst in the Littlejohn-Porcelli theory, the equilibrium distribution function \(f^0\) is specified using the constant of motion \(\dot{\psi}\), it is known that the quantity \(\dot{\psi}\), with a proper choice of \(\psi_0\), is used in order to correctly recover the neoclassical theory.\(^\text{38}\) In particular, the bootstrap currents due to passing particles.\(^\text{38}\) The necessity of including neoclassical modifications for MHD mode studies has been clearly demonstrated in Ref. 19. In this work, we shall follow both definitions of the constant of motion, \(\dot{\psi}\) and \(\psi_0\), and the resulting approach will be simply called the \(\dot{\psi}\)-approach and the \(\psi_0\)-approach, respectively. As will be shown later, these two approaches result in almost exactly the same final expressions for the perturbed kinetic pressure tensor, except one term.

Neglecting the drift correction in particle toroidal velocity \(\dot{\phi}\), and defining \(\Delta\psi \equiv \psi - \psi_0 - \dot{\psi}\), we have

\[
\dot{\psi} = \psi - \frac{FB_0 v_\parallel}{\Omega_\psi} B, \quad \Delta\psi = \frac{FB_0 v_\parallel}{\Omega_\psi} B - \psi_0,
\]

where \(F(\psi)\) is the equilibrium poloidal current flux function \((B = F\nabla \phi + \psi \times \nabla \phi)\), and \(\Omega_\psi = ZeB_0/M\). For cases where energetic ions predominantly experience drag on background ions and electrons, the solution of the Pokker-Planck equation for the equilibrium distribution function yields\(^\text{35}\)

\[
\psi_0 = \frac{FB_0 v_\parallel}{\Omega_\psi} \frac{B}{\parallel B'},
\]

where \(\langle \cdot \rangle\) denotes the surface average. In the opposite limit, where the pitch scattering dominates (often the case for thermal ions in the banana regime), we have

\[
\psi_0 = \frac{FB_0 v_\parallel}{\Omega_\psi} \int_{\Lambda} \langle v_\parallel/B \rangle d\Lambda,\quad \Delta\psi = \langle v_\parallel/B \rangle - \psi_0,
\]

which leads to an exact recovery of the bootstrap current from the neoclassical theory.\(^\text{35}\)

Further on, we shall search for the solution of Eq. (9), with the lowest order FOW correction, by expanding both the perturbed particle Lagrangian \(H^{1\sigma}\) and the equilibrium distribution function \(f^0\) in terms of the small parameter \(\Delta\psi\), which we also assume is the same order as \(\psi_0\).

The first key step, as far as the FOW correction is concerned, is to expand \(H^{1\sigma}\) in terms of \(\Delta\psi\). The perturbed particle Lagrangian \(H^{1\sigma} = H^{1\sigma}(\psi,\varepsilon,\Lambda)\) can be symbolically written as \(H^{1\sigma} = -C(\psi,\varepsilon,\Lambda)X_m(\psi)\exp(-i\alpha + im\phi + in\phi)\), where \(C\) denotes the equilibrium quantities (mixed with particle constants of motion \(\varepsilon\) and \(\Lambda\)), and \(X = \{\xi_\perp, Q_i\}\) denotes the perturbed fluid quantities, decomposed into the Fourier harmonics along the poloidal angle \(\gamma\) and the toroidal angle \(\phi\) of the torus.

Note that for the linear perturbation with respect to an axisymmetric toroidal equilibrium, we only consider a single toroidal harmonic \(n \neq 0\). The eigenfrequency of the linear perturbation is \(\omega\). Also note that all the fluid quantities, both the equilibrium coefficients \(C\) and the linear perturbations \(X_m\) are functions of the flux coordinate \(\psi\). We take the first order Taylor expansion of \(X_m\) around the constant of motion \(\psi\)

\[
X_m(\psi) = X_m(\dot{\psi}) + \Delta\psi X'_m(\dot{\psi}).
\]

The above expression yields a Taylor expansion for the particle Lagrangian \(H^{1\sigma}\), which now explicitly depends on \(\sigma\) (via the \(\Delta\psi\) factor), as a function of \(\dot{\psi}\). [Note that the unexpanded \(H^{1\sigma}\), as a function of \(\dot{\psi}\), formally does not depend on \(\sigma\).] In terms of the particle motion, both \(\psi(t)\), on which the equilibrium factor \(C\) still depends, and the poloidal angle \(\gamma(t)\) are functions of time \(t\), so is the Taylor expanded perturbed particle Lagrangian \(H^{1\sigma}(t)\). Now we follow a standard procedure\(^\text{16}\) of decomposing \(H^{1\sigma}(t)\), as a function of particle motion, into a secular part (bounce averaged) and a bounce-periodic part (for passing particles, the bounce period becomes the transit period). We then decompose the bounce-periodic part into bounce harmonics. These procedures transfer Eq. (9) into

\[
\frac{df^{1\sigma}_0(t)}{dt} = i\epsilon \left( C_{\varepsilon} \frac{\partial f^{0\sigma}_0}{\partial \psi} \dot{\psi} - \frac{n \partial f^{0\sigma}_0}{Z e \partial \psi} \dot{\psi} \right) e^{\Lambda} X_m(\dot{\psi}) + \sqrt{|D^{0\sigma}_0(\dot{\psi})|t},
\]

where

\[
D^{0\sigma}_0(\dot{\psi}) = m\dot{\psi} + n\dot{\phi} + l\dot{c}_b - \omega = no_{\psi d}(\dot{\psi}) + \sigma |m + nq(\dot{\psi}) + l| c_{\psi b} - \omega\text{ is the particle phase factor which does not depend on } t. \text{ If } c_{\psi d}\text{ is the toroidal precession frequency of particles, } l \text{ is the bounce harmonic number. The bounce harmonics } H^{0\psi}_m \text{ are the basic terms associated with the zero orbit width (ZOW) approximation. The bounce harmonics } H^{1\psi}_m \text{ are associated with the FOW correction. They are defined as}
\]
\[
H_{ml}^{(0)} = \frac{1}{\tau_0} \int_0^{2\pi} C(\tau) \exp[im(\chi(\tau) - \langle \chi \rangle) + i\phi(\tau)] \\
- \langle \phi(\tau) \rangle - \imath \omega_0 \tau dt,
\]
\[
H_{ml}^{(1)} = \frac{1}{\tau_0} \int_0^{2\pi} \Delta\psi(\tau) C(\tau) \exp[im(\chi(\tau) - \langle \chi \rangle) \\
+ i\phi(\tau) - \langle \phi(\tau) \rangle - \imath \omega_0 \tau dt, \tag{15}\]

where \(\tau_0\) is the bounce period (i.e., transit period for passing particles).

It is important to note that so far we have not made the Taylor expansion of the equilibrium distribution function \(f_{0\sigma}\) with respect to \(\Delta\psi\). This means that all the terms from the right hand side of Eq. (14), except the last exponential phase factor, are functions of constants of particle motion, and therefore are independent of time \(t\). This allows a straightforward analytic time integration of Eq. (14), yielding the solution for the perturbed distribution function \(f_{L\sigma}\), which can then be inserted into Eq. (5) to obtain the nonadiabatic contribution for the perturbed drift kinetic pressures.

However, since all the perturbed quantities from Eqs. (1)–(5) are specified in the flux variable \(\psi\), not in the particle constant of motion such as \(\psi\), we need to perform Taylor expansion of all quantities, including \(f_{0\sigma}, X_m(\psi), X'_m(\psi), D^\sigma(\psi)\), around \(\psi\). This consists of the second key step derivation in this FOW correction formulation.

The expansion for \(X_m(\psi)\) and \(X'_m(\psi)\) is straightforward
\[
X_m(\psi) = X_m(\psi) - \Delta\psi X'_m(\psi), \tag{16}\]
\[
X'_m(\psi) = X'_m(\psi) - \Delta\psi X_m(\psi),
\]

where the second order derivatives, \(X''_m\), eventually only give the second order FOW correction, and hence drop out of the final result. The first order derivative, \(X'_m\), however remains. A RWM in a tokamak plasma is normally associated with multiple rational surfaces. Each of these rational surfaces is associated with an inelastic layer, which can be very narrow for the RWM, due to the fact that the mode’s growth rate is small. [This is different from an ideal kink mode, whose growth rate is large, and hence has much wider inelastic layers.] Consequently, the poloidal component of the plasma displacement, which is roughly proportional to the first radial derivative of the radial displacement, experiences sharp variations inside the inelastic layers. The FOW correction introduces the next order radial derivative, which can result in a very singular eigenfunctions near rational surfaces. To avoid numerical difficulties, we introduce a numerical parameter (effectively the width of inelastic layers) controlling how much of the kinetic contribution near rational surfaces need to be included into the MARS-K computations, when the FOW effect is considered.

The first order expansion of \(D^\sigma_0\) gives
\[
D^\sigma_0(\psi) = \hat{\omega} \hat{D} + \sigma[m + nq(\psi) + l]|\omega_0| - \omega, \tag{17}\]

where \(\hat{\omega} \hat{D} \equiv \omega_0 \hat{D}(\psi) + \sigma \Delta\psi(\psi, \chi, \Lambda) q(\psi)|\omega_0|\) represents the first order FOW corrected toroidal precession frequency of passing ions. Usually, the toroidal precession resonance is neglected for passing particles, since the dominant frequency in Eq. (17) is the transit frequency \(\omega_0\). However, this may not be true near mode rational surfaces, where the factor \(\langle m + l \rangle + nq(\psi)\) becomes small.\(^5\) In the present MARS-K implementation, the precession drift resonance is neglected, together with the first order FOW correction term associated with the magnetic shear. This treatment is consistent with the truncation of the kinetic shear contribution near rational surfaces described above.

The first order FOW expansion of the equilibrium distribution function \(f_{0\sigma}\) depends on the choice of the constant of motion for the first variable. In the \(\psi\)-approach (following the Littlejohn-Porcelli theory), where \(f_{0\sigma} = \hat{f}_{0\sigma}(\psi, \chi, \Lambda)\), we have
\[
\frac{\partial f_{0\sigma}(\psi, \chi, \Lambda)}{\partial \chi} \bigg|_{\psi, \Lambda} = \frac{\partial f_{0\sigma}(\psi)}{\partial \psi} \bigg|_{\psi, \Lambda} - (\Delta\psi + \psi_0) \frac{\partial^2 f_{0\sigma}}{\partial \psi \partial \psi} \bigg|_{\psi, \Lambda}, \tag{18}\]
\[
\frac{\partial f_{0\sigma}(\psi, \chi, \Lambda)}{\partial \psi} \bigg|_{\psi, \Lambda} = \frac{\partial f_{0\sigma}(\psi)}{\partial \psi} \bigg|_{\psi, \Lambda} - (\Delta\psi + \psi_0) \frac{\partial^2 f_{0\sigma}}{\partial \psi^2} \bigg|_{\psi, \Lambda}. \tag{19}\]

In the \(\hat{\psi}\)-approach (following the neoclassical theory), where \(f_{0\sigma} = f_{0\sigma}(\psi, \chi, \Lambda)\), we have\(^5\)
\[
\frac{\partial f_{0\sigma}(\psi, \chi, \Lambda)}{\partial \chi} \bigg|_{\psi, \Lambda} = \frac{\partial f_{0\sigma}(\psi)}{\partial \psi} \bigg|_{\psi, \Lambda} - \Delta\psi \frac{\partial^2 f_{0\sigma}}{\partial \psi \partial \psi} \bigg|_{\psi, \Lambda} + \psi_0 \frac{\partial f_{0\sigma}}{\partial \psi} \bigg|_{\psi, \Lambda}, \tag{20}\]
\[
\frac{\partial f_{0\sigma}(\psi, \chi, \Lambda)}{\partial \psi} \bigg|_{\psi, \Lambda} = \frac{\partial f_{0\sigma}(\psi)}{\partial \psi} \bigg|_{\psi, \Lambda} - \Delta\psi \frac{\partial^2 f_{0\sigma}}{\partial \psi^2} \bigg|_{\psi, \Lambda} + \psi_0 \frac{\partial f_{0\sigma}}{\partial \psi} \bigg|_{\psi, \Lambda}. \tag{21}\]

Note that the equilibrium distribution function \(f_{0\sigma}\), in all the above expressions, is a function of \((\psi, \chi, \Lambda)\), a notation consistent with that in Sec. II B. Also note that the first order FOW correction involves the second order derivatives of the equilibrium distribution function.

Since MARS-K solves the MHD equations in the poloidal Fourier space, we also expand the perturbed drift kinetic pressures \(p_{\parallel}(\hat{\psi}, \chi) \exp(\imath \phi)\) and \(p_{\perp}(\hat{\psi}, \chi) \exp(\imath \phi)\) in Fourier harmonics along \(\chi\). More precisely, we shall compute the \(k\)th poloidal Fourier harmonic of \(p_{\parallel}\) and \(p_{\perp}\), where \(J\) is the Jacobian of the flux coordinate system that we choose. Utilizing all the above Taylor expansions for \(f_{0\sigma}, X_m(\psi), X'_m(\psi), D^\sigma_0(\psi)\), keeping only the lowest order FOW correction terms, a lengthy but straightforward derivation finally yields
\[
(J p_{\parallel})_k = \sum_{kml} d\Lambda \left[ (f^{(0)} + f^{(1)}) H_{ml}^{(0)} G_{km}^{(0)} + f^{(2)} H_{ml}^{(0)} G_{km}^{(1)} \right] X_m \left[ X_m - X_m \right] X_m, \tag{22}\]

where “\(g\)” denotes either \(||\text{ or } \perp\) and \(f^{(1)} = f^{(1)} - f^{(1)}\) (see below for definitions) for the \(\hat{\psi}\)-approach, and \(f^{(1)} = 0\) for the \(\hat{\psi}\) approach. The terms with superscript “(0)” denote the ZOW terms which recover those from Ref. 10. The terms with
superscript “(1,2,3)” are the first order FOW corrections. For completeness, we list all the factors below

\[ H_{ml}^{(0)} = \frac{1}{\omega_p} \int_{0}^{2\pi} C(\tau) \exp[i(m+q+1)\omega_D(\chi) + \alpha_i(\tau)] - \alpha_i(\tau) - i\omega_p\tau d\tau, \]  
\[ H_{ml}^{(1)} = \frac{1}{\omega_p} \int_{0}^{2\pi} \psi C(\tau) \exp[i(m+q+1)\omega_D(\chi) + \alpha_i(\tau)] - \alpha_i(\tau) - i\omega_p\tau d\tau, \]  
\[ G_{ml}^{(0)e} = \frac{1}{2\pi} \int_{0}^{2\pi} JBY_y \exp[i(m+q+1)\omega_D(\chi) - \alpha_i(\tau) - i\chi] \chi d\chi, \]  
\[ G_{ml}^{(1)e} = \frac{1}{2\pi} \int_{0}^{2\pi} \psi JBY_y \exp[i(m+q+1)\omega_D(\chi) - \alpha_i(\tau) - i\chi] \chi d\chi. \]

The kinetic resonances. This factorization of the kinetic integrals and the contribution from all particle species is summed such a way that they are independent of the particle species.

\[ H_{ml}^{(0)} = \frac{1}{\omega_p} \int_{0}^{2\pi} C(\tau) \exp[i(m+q+1)\omega_D(\chi) + \alpha_i(\tau)] - \alpha_i(\tau) - i\omega_p\tau d\tau, \]  
\[ H_{ml}^{(1)} = \frac{1}{\omega_p} \int_{0}^{2\pi} \psi C(\tau) \exp[i(m+q+1)\omega_D(\chi) + \alpha_i(\tau)] - \alpha_i(\tau) - i\omega_p\tau d\tau, \]  
\[ G_{ml}^{(0)e} = \frac{1}{2\pi} \int_{0}^{2\pi} JBY_y \exp[i(m+q+1)\omega_D(\chi) - \alpha_i(\tau) - i\chi] \chi d\chi, \]  
\[ G_{ml}^{(1)e} = \frac{1}{2\pi} \int_{0}^{2\pi} \psi JBY_y \exp[i(m+q+1)\omega_D(\chi) - \alpha_i(\tau) - i\chi] \chi d\chi. \]

This factorization allows a deliberate separation of the terms associated with the radial derivatives \(X_m/X_n\) in Eq. (22) is due to the FOW correction to the linear perturbation (i.e., the RWM eigenfunction); the remaining first order terms are due to the FOW correction to the equilibrium distribution functions. Remarkably, the \(\psi\)-approach eventually leads to results that do not depend on \(\psi_0\). This should actually be expected if we recall that the Littlejohn-Porcelli formulation does not specify \(\psi_0\) at all. For the \(\psi\)-approach, it can be shown that there is an important cancellation between the terms associated with \(F^{(1)}\) and \(F^{(2)}\). In fact, these two terms can be combined yielding

\[ -I^{(1)}H_{ml}^{(0)} + I^{(2)}H_{ml}^{(0)}G_{ml}^{(1)e} = I^{(2)}H_{ml}^{(0)} \frac{1}{2\pi} \int_{0}^{2\pi} \Delta \psi JBY_y \exp[i(m+q+1)\omega_D(\chi) - \alpha_i(\tau) - i\chi] \chi d\chi. \]  

This cancellation also seems to play an important role in the neoclassical bootstrap current calculations due to passing particles. Numerical results. We shall return to this point when reporting numerical results.

The derivation of the FOW correction terms for trapped particles follows the same procedure as above for passing particles, but differs by several subtle aspects. Below we only list important differences without repeating the actual derivation.

First, we always assume that the trapped particles have a symmetric distribution in the pitch angle space, i.e., the equilibrium distribution function \(f^0\) does not depend on \(\sigma\). Consequently, the perturbed distribution function due to trapped particles, \(f^1(\sigma)\), does not depend on \(\sigma\) either.

Second, \(\psi_0 = 0\) for trapped particles. Therefore, there is no need to distinguish between the \(\psi\)- and \(\psi\)-approaches.

Third, the expression describing the particle-mode resonance is simplified to

\[ D_{\psi}^{(0)}(\psi) = n\omega_D(\psi) + i\omega_D - \alpha, \]  

where the precession frequency \(\omega_D(\psi)\) can be evaluated using the Rosenbluth-Sloan formula, which includes full drift FOW effects.

Fourth, the \(H\)- and \(G\)-factors need to be evaluated for a particle travelling in both directions along the field line (consequently, \(\sigma\) should not appear in the \(F\)-factors). This results in certain phase cancellations in these factors.

\[ H_{ml}^{(0)} = \frac{1}{\omega_p} \int_{0}^{2\pi} C(\tau) \exp[i(m+q+1)\omega_D(\chi) + \alpha_i(\tau)] - \alpha_i(\tau) - i\omega_p\tau d\tau, \]  
\[ H_{ml}^{(1)} = \frac{1}{\omega_p} \int_{0}^{2\pi} \psi C(\tau) \exp[i(m+q+1)\omega_D(\chi) + \alpha_i(\tau)] - \alpha_i(\tau) - i\omega_p\tau d\tau, \]  
\[ G_{ml}^{(0)e} = \frac{1}{2\pi} \int_{0}^{2\pi} JBY_y \exp[-i\alpha_i(\tau) - i\chi] \chi d\chi, \]  
\[ G_{ml}^{(1)e} = \frac{1}{2\pi} \int_{0}^{2\pi} \psi JBY_y \exp[-i\alpha_i(\tau) - i\chi] \chi d\chi, \]  

where the \(\psi\)- and \(\psi\)-approaches correspond to the two turning points of the trapped particle along the poloidal angle. For the special case of \(l = 0\), where only the precessional drift resonance
remains (see Eq. (34)), the first order FOW correction terms for \( H \)- and \( G \)-factors, Eqs. (36) and (38), respectively, vanish. This means that the first order FOW correction to the precessional drift resonance induced kinetic contributions due to trapped particles vanishes. In other words, the ZOW approximation of the precessional drift resonances is accurate up to the second order in the FOW expansion. Physically, this appears to be related to the fact that the toroidal precession of trapped particles keeps drifting into the same direction (i.e., independent of \( \sigma \)), and the kinetic contributions from particles travelling in opposite directions along the field line exactly cancel in the first order correction. In Subsection II D, we shall see similar cancellations for the adiabatic contributions due to the FOW effects, for trapped particles.

**D. FOW correction to adiabatic kinetic solution**

The adiabatic contribution from passing particles to the perturbed distribution function can be written as:

\[
 f_{a}^{1} = -\frac{Q}{B} \frac{\partial f_{0}}{\partial \mu} \eta_{\mu}^{0} \omega_{\Lambda}^{0} \left[ \xi_{\perp} \cdot \nabla f_{0}^{0} \right] \quad \text{(39)}
\]

where the upper (lower) row corresponds to the results following the \( \psi \)- (\( \psi_{\perp} \)-) approach. Again as expected, the results from the \( \psi \)-approach do not depend on \( \psi_{\perp} \).

The above expression for the perturbed distribution function can then be inserted into Eq. (5) to compute the perturbed pressure tensor due to the adiabatic contributions.

Similar derivations can be made also for trapped particles. It can be shown, however, that if we assume a symmetric equilibrium distribution of trapped particles along the pitch angle, the first order FOW terms vanish due to exact cancellations (between particles travelling in opposite directions along the field line). Similar cancellations also occur for symmetrically distributed passing particles. However, for generically anisotropic, asymmetric equilibrium distributions of passing particles, such as the NBI model and the ICRH model described in Sec. II B, the first order FOW correction to the adiabatic contributions remains finite.

**E. Analytic subtraction of singularities in particle phase space integrations**

Various types of singularities can occur in the particle phase space integrations for the non-adiabatic kinetic contributions. Some of the integrals in the particle energy space can be analytically manipulated into the plasma dispersion function, which can be evaluated using standard libraries. However, there are other integrals that involve singularity and that cannot be converted into a standard function. In these cases, we use analytic subtraction of singularities to ensure numerical accuracy. Details of three types of such integrals are given below, as examples, for the integrals in the particle energy space, in the particle pitch angle space, and along the particle trajectory in computing the geometrical factors, respectively.

First consider an example of the bounce resonance for particle distributions with infinite birth energy (e.g., the Maxwellian distribution). This integral, in the absence of the energy dependent collisionality coefficient, can be written in a general form

\[
 I = \int_{0}^{\infty} \frac{\tilde{F}_{k} \tilde{E}_{k} d\tilde{E}_{k}}{\sqrt{\tilde{E}_{k} + \tilde{b}}} \quad \text{(41)}
\]

where \( b = a - i\nu/c, \nu = \nu + \text{Im}(\omega), a = \left[ n_{0} \omega_{E} - \text{Re}(\omega) \right]/c, c = l_{f}/2T/M_{0} \), and \( \omega \) is the (complex) mode frequency, \( \nu \) the energy independent effective collisionality coefficient. The singularity in the integrand occurs when \( a < 0, \nu \to +0 \) at \( \tilde{E}_{k} = a^{2} \). Introducing \( \tilde{E}_{k}(u) = \tan(\pi u/2), \tilde{F}(\tilde{E}_{k}) = \tilde{F}_{k}(\tilde{E}_{k}) \langle \sqrt{\tilde{E}_{k} - b} \rangle(\tilde{E}_{k} + a^{2}) \), the singular part of the integrand in Eq. (41) can be extracted and analytically performed, resulting in

\[
 I = \int_{0}^{1} \frac{\tilde{F}(\tilde{E}_{k}) - \tilde{F}(u_{0})}{(\tilde{E}_{k} - b^{2})(\tilde{E}_{k} + a^{2})} du + \frac{\text{ln}(\text{a}^{2} - b^{2})}{\text{a}^{2} - b^{2}} \tilde{F}(u_{0}), \quad \text{(42)}
\]

where \( u_{0} = (2/\pi)\tan(a^{2}) \). The integrand of the first term from the RHS of the above Eq. (42) is now regular, and the integration is numerically performed using Gaussian quadrature rules. Note that the integral \( I \) still depends on the particle pitch angle \( \Lambda \) (as well as on the configuration space variables): \( I = I(\Lambda) \).

A similar technique is applied to particles with finite birth energy, for which the analytic integration of the singular part contributes a term \( \left[ 2 - 2\text{an}(1 + a)/(-a) - 2\text{ar}	ext{sign}(\epsilon) \right] F(\tilde{E}_{k}) \nu \to +0 \) as \( b \to +0 \). This term itself has a weak (logarithmic) singularity in the particle pitch angle space when \( a(\Lambda_{0}) = -1 \). This singularity is again analytically extracted in the MARS-K implementation by performing the following operations:

\[
 \int \left[ G(\Lambda)H(\Lambda) \sum_{j} I_{j}(\Lambda) d\Lambda \right]
 = \left[ G(\Lambda)H(\Lambda) \sum_{j} I_{j}(\Lambda) - I_{0}(\Lambda)F_{j}(\Lambda_{0}) \right] d\Lambda
 + \sum_{j} I_{0}(\Lambda)F_{j}(\Lambda_{0})[G(\Lambda)H(\Lambda) - G(\Lambda_{0})H_{j}(\Lambda_{0})]
 + \sum_{j} G_{j}(\Lambda_{0})H_{j}(\Lambda_{0})F_{j}(\Lambda_{0}) \mid I_{0}(\Lambda) d\Lambda,
\]  

(43)
above expression involves singular integrand, and is analyti-
cally evaluated as \( \int_{A_1}^{A_2} \left( \int_{A_1}^{A_2} \right) \frac{\ln}(A_0 - A_1) \ln(A_0 - A_1) - 1 \right] + (A_2 - A_0) \ln(A_2 - A_0) - 1 \]. The remaining integrals
from the RHS of Eq. (43) only involve regular integrands in
the particle pitch angle space, and are again numerically
evaluated using the Gaussian quadrature rules.

Finally, for trapped particles, evaluation of the geometri-

cal factors \( G \) and \( H \) along the particle trajectory involves
integral of the type \( \int C(\chi) / \sqrt{\hbar(\chi) - A d\chi} \) along the poloidal
angle \( \chi \). The technique of analytic subtraction is again
applied.

Besides the aforementioned singularities, a finite plasma
flow also introduces continuum resonances in the fluid part
of the hybrid formulation. These continuum resonances are
numerically resolved by strong packing of the radial grid
near resonant surfaces in MARS-K. Without any other
damping terms such as the plasma viscosity, this is possible
to achieve only in the presence of a finite mode growth rate
(i.e., a finite inertia). In the direct MARS-K implementation
(e.g., following the non-perturbative approach), we always
perfrom computations of the mode’s eigenvalue in the unsta-
ble half-plane.

### III. Benchmarking the Code

The MARS-K code, with zero orbit with approximation,
has been well benchmarked against the HAGIS code for
thermal particles,\(^{10}\) for which the FOW effect is small as far
as the RWM is concerned. For the new implementation of
the FOW corrections for EPs, we again benchmark with the
HAGIS computations. Note HAGIS simulates guiding centre
orbits for assemble of particles with full FOW effects.
Therefore, we do not expect a perfect agreement between
the two codes. However, as we gradually increase the particle
energy, we should see how the results of the two codes
depart from each other. In the benchmark example reported
below, we fix the kinetic pressure while varying the density
of EPs. This allows us to vary the particle energy and thus to
identify the FOW correction effect.

We choose the same Solov’ev equilibrium as we previ-
ously used,\(^{10}\) with aspect ratio of 5, and with a circular cross
section. No rational surfaces are associated with the \( n = 1 \)
RWM inside the plasma for this equilibrium. The EPs are
assumed to have a slowing down distribution in the particle
energy space, and an isotropic distribution along the particle
pitch angle (thus symmetric in \( v_p \)). The equilibrium pressure
of the EPs is fixed at 50% of the thermal pressure. Figure 2
compares the computed drift kinetic energy perturbations,
both the real and the imaginary parts for the adiabatic and
non-adiabatic precession, bounce and transit) in both
codes. The no-wall ideal external kink eigenfunction is used as
the linear perturbation (both codes follow the perturbative
approach in this comparison). A rather fast \( \mathbf{E} \times \mathbf{B} \) flow of
the plasma is assumed, with \( \omega_E = 0.1 \omega_A \) (\( \omega_A \) is the Alfvén fre-
quency), in order to better capture the resonance effects
between the mode and the particle bounce/transit motions,
for which the FOW correction becomes important (we recall
that the FOW correction for particle precession resonances
vanishes at the first order).

Figure 2 shows a good agreement between MARS-K
and HAGIS, when the first order FOW correction is taken
into account in the former. In fact for this specific example,
it appears that the first order correction captures most of
the FOW effect for EPs, whose energy is as high as 50 times
the thermal particle energy. Without the FOW correction,
MARS-K results differ from that of the HAGIS prediction,
and the difference generally becomes larger with increasing
the particle energy, as should be expected. We notice that
the drift kinetic energy \( \delta W_k \) also varies with the EPs density
fraction at the ZOW limit. This is mainly because all the drift
frequencies scale with the particle energy, which changes
while varying the particle density at the fixed pressure.
Consequently, the drift kinetic resonances also change. In
particular, at a fixed \( \mathbf{E} \times \mathbf{B} \) flow velocity, the resonances
mostly occur at certain level of the particle energy. This
explains the non-monotonic behaviour of \( \delta W_k \) on \( N_{\text{EP}} \).
We point out that the local diamagnetic frequencies also depend
on the particle energy.

Besides comparison of the results between two different
codes, systematic internal benchmarking has also been car-
ried out within MARS-K, at various limits. In particular, we
report below two examples, where we recover the isotropic
limits by using the anisotropic EPs models.

In obtaining the results reported in Figure 3(a), we vary
the parameter \( \delta_{\text{opt}} \) specifying the width of the Gaussian func-
tions for the anisotropic NBI model (6) and (7). In the limit

---

**FIG. 2.** Comparison of the drift kinetic energies associated with EPs, computed by MARS-K with the first order FOW correction (thick lines), with zero orbit width approximation (thin lines), and by HAGIS with full FOW drift kinetic effects (dots).
of $\delta_{q_{0}} \to \infty$, we recover $\delta W_{k}$, both real and imaginary parts, of the isotropic model that has been implemented in the previous version of MARS-K.\textsuperscript{49} Similarly, by setting $\nu_{f}(\psi) = 1$ and a sufficiently large value of $h_\psi$ in the ICRH model (8), MARS-K is able to recover $\delta W_{k}$ of the isotropic, Maxwellian model, as the asymmetry parameter for passing particles $S_{0}(\psi) = S_{\delta}$ vanishes. These convergence studies verify the MARS-K implementation of the anisotropic EP models. We mention that these computations are performed for an ITER plasma, which we shall proceed to describe in Sec. IV.

We also mention a useful benchmark case for the adiabatic contributions due to EPs. For a generic anisotropic equilibrium distribution, the adiabatic parts of the perturbed kinetic pressures have to be evaluated following numerical integration of the corresponding kinetic integrals in the particle phase space. However, there are special cases where these kinetic integrals in the particle phase space can be analytically carried out. For example, if the equilibrium distribution is a Maxwellian (MARS-K allows the EPs distribution to be specified as a Maxwellian too), the adiabatic parts of the perturbed Maxwellian (MARS-K allows the EPs distribution to be specified as a Maxwellian too), the adiabatic parts of the perturbed Maxwellian model, as the asymmetry parameter for passing particles $S_{0}(\psi) = S_{\delta}$ vanishes. These convergence studies verify the MARS-K implementation of the anisotropic EP models. We mention that these computations are performed for an ITER plasma, which we shall proceed to describe in Sec. IV.

We also mention a useful benchmark case for the adiabatic contributions due to EPs. For a generic anisotropic equilibrium distribution, the adiabatic parts of the perturbed kinetic pressures have to be evaluated following numerical integration of the corresponding kinetic integrals in the particle phase space. However, there are special cases where these kinetic integrals in the particle phase space can be analytically carried out. For example, if the equilibrium distribution is a Maxwellian (MARS-K allows the EPs distribution to be specified as a Maxwellian too), the adiabatic parts of the perturbed Maxwellian model, as the asymmetry parameter for passing particles $S_{0}(\psi) = S_{\delta}$ vanishes. These convergence studies verify the MARS-K implementation of the anisotropic EP models. We mention that these computations are performed for an ITER plasma, which we shall proceed to describe in Sec. IV.

Finally, we remark that MARS-K is implemented in a way that both the perturbative and the non-perturbative approaches share the same portions of code for the final system matrices, at the discrete numerical level. Therefore, a successful benchmarking of the perturbative approach also validates all the key components of the non-perturbative formulation.

IV. STABILITY OF KINETIC RWM IN ITER

In this work, we do not aim at a comprehensive prediction of the RWM stability in ITER plasmas, but rather use the ITER equilibria as an example, to show how various EPs models affect the RWM stability, according to both the perturbative and non-perturbative approaches in MARS-K.

A. ITER equilibria

We consider the 9MA steady state ITER scenario.\textsuperscript{42} The target plasma has a normalized beta value of $\beta_{t} = 2.94$. For the purpose of a systematic investigation, we shall scan $\beta_{t}$ from the no-wall limit, of 2.55, for the $n = 1$ ideal kink mode, up to the ideal-wall limit of 3.55, by varying the amplitude of the plasma pressure while keeping the pressure profile unchanged. The edge $q$ value is also fixed at $q_{\text{a}} = 7.14$, which is the value for the target plasma (the plasma boundary is slightly smoothed near the X-point). This ensures a minor modification of the total plasma current while scanning the plasma pressure. Figure 4 shows radial profiles of the key equilibrium quantities, for three equilibria corresponding to $\beta(t) = 2.65, 2.94, 3.65$, respectively. Note a very small modification of the $q$-profile while scanning the equilibrium pressure. The minimal value of $q$ is about $q_{\text{min}} = 1.58$. We mention that an earlier ITER design of the 9MA plasmas, for which we performed the kinetic RWM study with an isotropic EPs model and zero orbit width approximation,\textsuperscript{41} had a rather different $q$-profile, with $q_{\text{min}} = 2.3$. The toroidal rotation profile shown in Fig. 4(d) was obtained by the ASTRA simulation.\textsuperscript{43}

Figure 5 plots the density and pressure fractions of the fusion born $x$’s, again obtained by ASTRA. These EPs occupy about 1% of the total fuel density at the plasma core, but contribute to about 20% of the thermal pressure close to

\[ \frac{8}{15\sqrt{\pi}} \left( \frac{2\pi}{M} \right)^{3/2} \frac{d\psi^{5/2}}{d\psi} f_{p}(\psi, \psi_{0})(\xi \cdot \nabla \psi), \]
the core. In this work, we shall use these two radial profiles as the basis to study various anisotropy and FOW effects. Understandably, a more accurate prediction of the EPs effects, induced by other sources (e.g., NNBI), requires the knowledge of the corresponding equilibrium distribution functions. On the other hand, by fixing the density and pressure profiles as the input to various EP models, we can easily assess how different equilibrium distribution models of EPs affect the stability of the RWM.

B. Results with perturbative approach

In this section, we report MARS-K results following the perturbative approach, based on the above ITER equilibria.

FIG. 4. The radial profiles of the equilibrium quantities for the ITER plasmas, for (a) the thermal electron density, normalized to unity at the magnetic axis; (b) the equilibrium pressure normalized by $B_0^2/\mu_0$; for $\beta_N = 2.65; 2.94; 3.65$; (c) the safety factor $q$ for $\beta_N = 2.65; 2.94; 3.65$; and (d) the toroidal rotation frequency.

FIG. 5. The radial profiles of (a) the density and (b) the equilibrium pressure fractions for the fusion born $\alpha$'s obtained by the ASTRA prediction.
We use the eigenfunction of the fluid RWM as the perturbations in the drift kinetic computations. We shall mainly focus on the effects of anisotropy and FOW. The results with isotropic EPs distribution, and with the vanishing orbit width approximation, will be reported only for the purpose of comparison.

In a series of figures shown below, we shall plot and compare the perturbed drift kinetic potential energies, contributed by EPs under various assumptions, in five different components, namely the adiabatic contribution from passing particles (AP), the non-adiabatic contribution from trapped particles (AT), the non-adiabatic contribution from transit resonances of passing particles (NP), the non-adiabatic contribution from bounce resonances of trapped particles (NTB), and finally the non-adiabatic contribution from the toroidal precession drift resonance of trapped particles (NTD). The net drift kinetic contribution from the EPs is the sum of all these five components. All the perturbed drift kinetic energies $\delta W_k$ are normalized by the inertia associated with the radial plasma displacement.

We first clarify the consequence of the two approaches, the so called $\psi^2$- and $\psi^0$-approach as described in Sec. II C, on the first order FOW correction to drift kinetic results. Figure 6 shows one example of the comparison for the ITER target plasma (with $\beta_N = 2.94$). An isotropic slowing down EPs model is considered, for which the first order FOW correction vanishes for all the adiabatic contributions as well as the precessional drift resonance contribution of trapped particles, as discussed in Sec. II and confirmed here by this figure. The first order FOW remains finite for the transit and bounce resonances. The trapped particle contribution does not depend on the choice of the $\psi^2$- or $\psi^0$-approach. On the other hand, these two approaches result in rather different values for the real part of the drift kinetic energy, for the transit resonance contribution from passing EPs. In fact, the $\psi^0$-approach gives an order of magnitude larger $\text{Re} [\delta W_k]$ than that of the $\psi^2$-approach. A detailed investigation of the numerical results reveals that all the terms in Eq. (22) are small (by an order of magnitude), compared to the two terms associated $I^{(1)}$ and $I^{(2)}$. These two large terms cancel well for the $\psi^0$-approach, according to Eq. (33). But the cancellation does not occur for the $\psi^2$-approach, resulting in a large value of $\text{Re} [\delta W_k]$ as shown in the figure. In the neoclassical theory for the bootstrap calculations due to EPs, this type of cancellation appears to be important.35 Indeed, for the value of $\psi_0$ obtained in Ref. 35, the fast ion current collapses to the fast ion bootstrap current.36 But for $\psi_0 = 0$, very large currents are produced, which are apparently unphysical. Further on, we shall only show the numerical results following the $\psi^0$ approach for the first order FOW correction of passing particles. This yields a rather moderate correction to the ZOW results for EPs with isotropic equilibrium distribution. We point out that this choice is also supported by the benchmark results shown in Fig. 2, where the $\psi^2$-approach is followed in the MARS-K computations. For asymmetric distributions, the FOW corrections can be more significant, as shown next.

The $\psi^0$ approach also results in moderate FOW correction to the transit resonance contribution for all other EPs models that we have considered in this work, including the one shown in Fig. 7, where the kinetic contributions, again for all five components, between the isotropic model and the co-tangential NBI model, are compared. It is interesting to notice a larger FOW correction to the adiabatic contribution (AP) from the co-NBI induced passing particles. This is largely due to the asymmetric distribution of passing particles in the pitch angle space, as shown in Fig. 1 (as one example). Comparing the two EPs models considered in Fig. 7, we find that, not surprisingly, the co-tangential NBI induced EPs give much larger $|\delta W_k|$ components associated with the passing particles (both the adiabatic and the non-adiabatic contributions), than the isotropic model. [We recall that both models assume the same surface averaged density and pressure fractions for the EPs.] On the other hand, the isotropic model predicts a much larger precessional drift resonance contribution of trapped particles for this ITER plasma, than the co-NBI model. This is because the co-NBI produces a small fraction of trapped EPs. Interestingly, due to a large cancellation between the adiabatic and the non-adiabatic contributions, the net $\text{Re} [\delta W_k]$ (i.e., the sum of all five components) remains the same level between the

![FIG. 6.](image-url) The (a) real and (b) imaginary parts of the drift kinetic energy components contributed by EPs with isotropic (in particle pitch angle), slowing down (in particle energy) equilibrium distribution. Compared are cases with the ZOW approximation, with the first order FOW correction following the $\psi^0$-approach (FOW-A) and the $\psi^2$-approach (FOW-B). The ITER plasma with $\beta_N = 2.94$ is considered.
isotropic model and the co-NBI model within the ZOW approximation. With the FOW effect, the net $\Re \left[ \delta W_k \right]$ from the co-NBI model is about 25% larger in amplitude, than the isotropic model, largely due to the FOW correction to the adiabatic contribution by passing particles. The net $\Im \left[ \delta W_k \right]$ from the isotropic EPs is one order of magnitude larger than the co-NBI induced EPs, due to the large precessional drift resonance contribution by the former.

Figure 8 performs similar comparisons, but between the normal and co-tangential injection angles for the NBI model. The most noticeable difference is that the normal injection introduces much higher fraction of trapped particles, and consequently, much larger $\delta W_k$ (by amplitude) components from the adiabatic, as well as from the non-adiabatic bounce and precessional drift resonances of trapped EPs. Within the ZOW approximation, the large cancellation between the adiabatic contribution and the precessional drift contribution from trapped EPs, for the normal injection, results in a similar level of the net $\Re \left[ \delta W_k \right]$ as compared to the co-NBI case (though the signs of the net $\Re \left[ \delta W_k \right]$ are opposite). The net $\Im \left[ \delta W_k \right]$ is much larger from the normal injection, again due to the large fraction of trapped particles resulted precessional resonance contribution. The FOW introduces a significant correction, both in the real and imaginary parts, to the bounce resonance in the normal injection case. This yields two notable effects on the net $\delta W_k$: (i) the real part is about 4 times larger in the normal injection case than in the co-NBI injection case; (ii) the imaginary parts are small for both EPs models, due to a rather good cancellation between the FOW enhanced bounce resonance contribution on one side, and the precession resonance contribution on the other side, of trapped particles.

We also consider the kinetic effects from the ICRH model introduced EPs. In this study, we choose $S_0(\psi) = \text{const} = 0.2$, $\nu_T(\psi) = \text{const} = 1.3$ in Eq. (8), and $h$, right in the middle between the minimal and the maximal equilibrium magnetic field amplitudes inside the plasma. We again assume the same surface averaged density and pressure fractions for the ICRH driven EPs, as for the other EPs models. We emphasize that the sole purpose of these choices is to make the comparative study more meaningful. This by no means reflects the EPs distribution induced by the true ITER ICRH system. A dedicated systematic study of the kinetic RWM stability in ITER plasmas, where more realistic models of EPs, from either NBI or ICRH heating, will be carried out in a future work.
Figure 9 compares the drift kinetic energies between two EPs distributions: the co-tangential NBI model and the ICRH model. This comparison is similar to that of Fig. 7. In other words, the ICRH model, with the chosen parameters here, produces a similar drift kinetic effect as that of the isotropic slowing down EPs. We point out, however, that the asymmetry effect of the ICRH model can become much larger as we increase the value of the parameter $S_0$, as shown in Fig. 3(b). Also, the trapped effects can become much stronger as $\nu_T$ is increased.

The above results so far have been focusing on comparison of various EP models, and the revelation of various subtle cancellation effects. We have chosen a single plasma equilibrium (the ITER target) for this purpose. These results are helpful in understanding the next four groups of figures, Figs. 10–13, which report the perturbative results while...
scanning the plasma pressure from the no-wall to the ideal-wall beta limits, using the four EPs models, respectively. In each group, we plot and compare the real and imaginary parts of the following energy components: the fluid potential energy $\delta W_{\text{inf}}$ with wall at infinity; the fluid potential energy $\delta W_b$ with an ideal wall located at the inner wall position of the ITER vacuum vessels; the net non-adiabatic drift kinetic contribution (labelled “TH”), including transit, bounce, and precessional resonances, from thermal particles (both ions and electrons); the net kinetic contribution, including both adiabatic and non-adiabatic parts with transit, bounce, and precession resonances, from EPs within the ZOW approximation (labelled “EP:ZOW”) and with inclusion of the first order FOW corrections (labelled “EP:FOW”). Compared are also the corresponding eigenvalues of the kinetic RWM, computed using the following RWM dispersion relation:

$$\gamma \tau_w = -\frac{\delta W_{\text{inf}} - \delta W_{\text{DB}} + \delta W_k}{\delta W_b - \delta W_{\text{DB}} + \delta W_k},$$

(45)

where $\tau_w$ is the characteristic wall time, and $\delta W_k$ is the kinetic energies described above, for thermal or EPs contributions accordingly. The additional term $\delta W_{\text{DB}}$ is introduced to avoid double counting of the adiabatic contribution from EPs. As mentioned earlier, the adiabatic contribution from EPs does not generally recover the convective term in the fluid equation for the perturbed pressure. This leaves certain ambiguity in how to include the adiabatic contribution of EPs into the RWM energy principle for the perturbative approach. The fluid potential energies, $\delta W_{\text{inf}}$ and $\delta W_b$, correctly include the adiabatic contributions from the thermal particles (and hence $\delta W_{\text{DB}} = 0$ for thermal particles). This adiabatic portion is eventually responsible for the pressure driving term in the ideal MHD energy analysis. However, in order to correctly include the adiabatic contribution of EPs, we need to subtract a portion of pressure driving potential fluid energy, which is supposed to be replaced by the EPs contribution. This is because we assume that the equilibrium pressure includes both thermal and energetic particle pressures. Therefore, for EPs, we first compute $\delta W_{\text{DB}}$ as the difference between the (total) fluid pressure driven energy, and the adiabatic contribution of thermal particles. We then add the net $\delta W_k$ of EPs including both adiabatic and non-adiabatic contributions.

We point out that for the non-perturbative approach, there is no such an ambiguity issue, since the equation of state from the standard single fluid formulation is completely replaced by the drift kinetic solution for the perturbed pressure. On the other hand, due to an earlier mentioned caveat on the isotropic equilibrium solution used in our formulation,
the above statement only holds when the anisotropic equilibrium pressure fraction is sufficiently low.

Now we proceed to describing the detailed results shown in Figs. 10–13, for each EPs model, respectively. Figure 10 reports results by assuming an isotropic slowing down equilibrium distribution for EPs. The perturbed fluid potential energy is always negative (destabilizing) without wall and positive (stabilizing) with an ideal wall. This corresponds to the fluid-wise unstable RWM regime. The kinetic effects from thermal particles alone greatly reduce the growth rate of the RWM in ITER, but do not yield a significant increase of the stability margin. This quantitatively agrees well with the HAGIS prediction,15 where the same ITER equilibria were used, and qualitatively agrees with an earlier ITER simulation,41 where an earlier version of the ITER 9MA design was used. We also mention that only the prescional drift resonance contribution of trapped particles was included in the computations performed in Ref. 41. The kinetic results from thermal particles, reported here in Fig. 10, remain the same while changing the EPs models, by virtue of keeping the same density and pressure fractions for all EPs models.

Inclusion of the EPs contribution significantly changes the stability of the RWM. In fact, the mode is fully stabilized for all plasma pressures (up to the ideal wall limit), following the perturbative prediction. This prediction is more optimistic than the HAGIS results,15 possibly due to the fact that the HAGIS simulations include the adiabatic contributions from EPs, without subtraction of the corresponding portion from the fluid potential energy. We emphasize again that, generally speaking, this subtraction cannot be rigorously performed in the perturbative approach. Other possible reasons for this discrepancy may come from the fact that HAGIS performs full orbit computations from EPs, whilst MARS-K only keeps the first order correction. For the isotropic EPs model, it appears that the first order correction gives a very minor effect on the mode stability. The strong stabilizing effect of the isotropic EPs on the RWM (within the perturbative approach) confirms an earlier finding,41 despite the difference in the assumed equilibria.

Figure 11 reports the perturbative results by assuming the EPs model with normal NBI injection. As already noticed earlier, the FOW correction yields a significant modification to the perturbed kinetic energy (mainly due to the contribution from bounce resonance of trapped EPs). However, the net effect is again a full stabilization of the mode up to the ideal wall beta limit, when the kinetic effects of EPs are included, either in the ZOW or the first order FOW approximation.

The predictions are different with the co-injection NBI model for the EPs, as shown in Fig. 12. In this case, the
ZOW approximation still predicts a (nearly) fully stabilization of the mode up to the ideal beta limit. However, with the FOW correction, only partial stabilization is predicted, with the marginal point shifted roughly in the middle between the no-wall and the ideal-wall beta limits. The remaining instability becomes rather weak though. The major contribution of the FOW destabilisation comes from the adiabatic contribution of passing particles in this case.

The ICRH model of EPs yields similar kinetic results (Fig. 13) for the RWM stability, to that of the isotropic slowing down model. As pointed out before, this is possibly because of the choice of parameters in the ICRH model, which gives a weak anisotropy/asymmetry of the particle equilibrium distribution.

C. Results with non-perturbative approach

Now we report the RWM stability, predicted by non-perturbative MARS-K computations for these ITER equilibria. We again focus on the comparison of the two major aspects in this work: isotropic versus anisotropic models for EPs, and the ZOW approximation versus the FOW correction. We shall consider only two EP models, i.e., the isotropic slowing down model and the co-tangential NBI model. The former should reasonably well describe the fusion born z’s, whilst the later corresponds to the NNBI system designed for ITER.

Figure 14 summarizes the modelling results with the isotropic EP model. We compare the growth rates, as well as the real mode frequencies, predicted by the fluid theory and the drift kinetic theory with three different assumptions. In the first case (diamonds), we include only the precession resonances of all particle species (both thermal ion, electrons, and energetic). In the second case (squares), we include the precession resonance of thermal electrons, as well as the bounce and transit resonances for thermal ions and EPs (the bounce and transit resonance contributions from thermal electrons are small). All the resonances assume the ZOW approximation. The third case (crosses) differs from the second by the addition of FOW corrections to the bounce and transit resonance contributions, as well as to the adiabatic contributions, from EPs. Overall, the drift kinetic theory predicts a much slower growth of the mode than the fluid theory, thanks to the kinetic damping effects. The strongest damping comes from the precessional drift resonances of both thermal and energetic particles. The inclusion of this resonance alone would predict a stability margin of $\beta_N \approx 3$ for this ITER design. This is qualitatively similar, but somewhat more optimistic than the prediction for an earlier ITER design. In both cases, however, the
non-perturbative approach predicts less kinetic stabilization, than the perturbative approach.

The bounce and transit resonance contributions (from both thermal ions and EPs), within the ZOW approximation, slightly destabilize the RWM, shifting the marginal stability point slightly below $\beta_N = 3$ (close to the ITER target value). The inclusion of the FOW corrections for EPs yields some degree of destabilization of the mode, effectively further reducing the marginal stability point. We point out though that since the growth rates of these kinetic RWMs are rather small, any additional damping effects may fully stabilize the mode. One example is the parallel sound wave damping model,\textsuperscript{29,31} which we neglected in these non-perturbative computations. We find that adding a rather small parallel sound wave damping (which may be physically meaningful in the context of the subsonic flow assumption made in our hybrid formulation) can fully damp these weakly unstable RWMs. Even without additional damping, a weakly unstable RWM can be relatively easily controlled by a magnetic feedback scheme.\textsuperscript{44–47} On the other hand, depending on the plasma parameters (rotation, EPs pressure fraction, etc.), there can be more than one branch of unstable modes.\textsuperscript{8,41} One instability, referred to as the fishbone-like mode,\textsuperscript{8} can occur purely due to the energetic particle drive. In this study, we focus only on the kinetic RWM branch.

Compared with the isotropic model, less kinetic stabilization of the mode is obtained with the co-tangential NBI induced EPs, as shown in Fig. 15. This qualitatively agrees with the comparative results based on the perturbative approach. On the other hand, the bounce and transit resonance contributions from EPs are slightly stabilizing. The FOW corrections do not yield a noticeable change of the mode stability compared to the ZOW results, for this co-tangential NBI model, even though the perturbative approach shows slightly stronger FOW correction effect. This seems to indicate that FOW corrections are more effective for trapped particles. A more clear confirmation of this is shown in the perturbative results, Fig. 8, where the normal NBI produces predominantly trapped particles.

For the ITER equilibria considered in this work, the RWM eigenfunction is modified by the drift kinetic effects. Figure 16 shows two examples. Figures 16(a) and 16(c) compare the fluid RWM eigenfunction, in terms of the dominant poloidal Fourier harmonics of the perturbed radial velocity,
with that obtained from the non-perturbative computations, where the full kinetic resonance effects (precession, bounce, and transit) are included for both thermal and energetic particles, with the latter considered in the ZOW approximation. We notice a rather global modification of the radial velocity for the $m = 1, 2, 3, 4$ harmonics. In particular, the $m = 1$ harmonic changes sign. Note that since the toroidal plasma rotation is also self-consistently included into the non-perturbative computations, the eigenfunction is partially modified by the plasma flow. In the perturbative computations, the toroidal flow of the plasma is neglected in computing the fluid RWM eigenfunction. Figures 16(b) and 16(d) compare the kinetic RWM eigenfunctions with and without the FOW correction. Here, again the full drift kinetic resonances from both thermal and energetic particles are included in the non-perturbative computations. The FOW effect leads to additional modifications of the mode’s eigenfunction, mostly in the plasma core region. In fact, when the amplitude of the Fourier harmonics is plotted and compared, it appears that most of the modification due to the FOW effect occurs near or inside the inner $q = 2$ surface. The somewhat larger difference outside the inner $q = 2$ surface, as shown in Figs. 16(b) and 16(d), is due to the additional toroidal phase shift introduced by the FOW effect. This seems to indicate that the transit resonance of passing EPs is playing a dominant role in this FOW induced eigenfunction modification. This additional correction to the mode’s eigenfunction is not due to the numerical truncation of the FOW terms near the inner $q = 2$ rational surface, since this truncation is applied to all the other rational surfaces too.

V. CONCLUSION AND DISCUSSION

A MHD-kinetic hybrid formulation is presented in this work that includes two major improvements towards realistic modelling of the kinetic effects of energetic particles on the RWM stability. The anisotropy, as well as asymmetry, of the equilibrium distribution of EPs, along the particle pitch angle, affects both the adiabatic and non-adiabatic contributions to the perturbed drift kinetic energy associated with the RWM. A non-perturbative formulation is developed for the first order FOW corrections to the EPs kinetic contribution, based on rigorous assumptions and derivations. The first order FOW correction vanishes for the adiabatic contribution of trapped particles, as well as the passing particles if the latter has a symmetric equilibrium distribution along the particle pitch angle. The correction also vanishes for the precessional drift resonance contribution of trapped particles.
However, the correction remains finite for the non-adiabatic contributions due to transit or bounce resonances.

An interesting theoretical aspect of this FOW formulation is that the final expressions for the perturbed drift kinetic pressure tensor depend on the choice of specifications of the equilibrium distribution function. Both the benchmark result with the HAGIS code and the numerical results for the ITER plasmas seem to suggest that a prescription following the neoclassical theory (for bootstrap current calculations) represents the more physical choice.

The hybrid formulation has been implemented in MARS-K, and successfully benchmarked against the full orbit particle guiding centre following code HAGIS. MARS-K is then applied to study the RWM stability for a series of ITER equilibria, with the main focus being on comparisons between the isotropic and anisotropic effects, as well as between the ZOW approximation and FOW corrections. Numerical results, from both perturbative and non-perturbative approaches, confirm that both effects can be important for realistic prediction of the RWM stability in ITER plasmas. In particular, the anisotropy effects cannot be neglected for the NBI induced or ICRH wave resonance induced EPs, though in certain cases, interesting cancellations occur (e.g., between the anisotropy induced adiabatic contribution and the anisotropy induced non-adiabatic contribution). The FOW correction is found to be important for non-perturbative modelling of the isotropic EPs (fusion born $z'$s), but less important for EPs from co-tangential NBI. Comparing the results from the perturbative versus the non-perturbative approaches, we find that the latter always predicts less stabilisation of the RWM than the former. This re-affirms our earlier conclusion, which was only based on the isotropic model and with the ZOW assumption for EPs. Finally, the non-perturbative computations confirm that, for the ITER plasmas considered in this work, the drift kinetic effects modify the eigenfunction of the RWM.

We point out that this work does not cover a comprehensive modelling of the ITER plasmas. In particular, a more realistic prediction requires accurate input data for the energetic particle distributions (or at least the surface averaged radial density and pressure distributions of EPs), which are consistent with the NBI and ICRH systems in the ITER design.

Further improvement of the present hybrid formulation is possible, and may be necessary. For instance, the inclusion of the perturbed electrostatic potential, which is currently neglected for the RWM study. The present formulation always assumes that the trapped particles are symmetrically distributed with respect to the parallel velocity, which may not always be the case, in particular, in present day tokamaks. Moreover, the present formulation requires that the EP pressure is small, or the anisotropy is weak when pressure is large, so that an isotropic equilibrium can be assumed.
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